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A DIFFERENTIAL GAME OF QUALITY FOR TWO GROUPS
OF OBJECTSYt

V.P. MaLyukov
Kiev

{Received 6 March 1990)

A bilinear differential game of quality for two groups of objects with several terminal surfaces is considered.
A discrete-approximation method is proposed, which generates the solution of the differential game as the
limit of the solutions of multistep approximating games. The effect of a coordinated and an uncoordinated
choice of strategies by the objects in a group on the outcome of the conflict is considered.

1. STATEMENT OF THE PROBLEM

Tue MoTION of two groups of conflict-controlled objects Py, ..., Py (group A)and Ly, ..., Lg
(group B), where M and K are natural numbers, is defined by the following system of differential
equations

K
zi' (t) = —; (t) + (E—U; (1)) Bi'z: (t) — 2;1 SV (6) By (1)

M
yi (t) =—y; ()) - (E—V; (1) B/y; (t)— m% Siml (1) Bt (2)

LR, 0=t R " (i=1, ..., M),y ()& R,
y; (0) = int R."
G=1, ... K @by 10=1...n u)=
=l (1), .« @ (D), v (1) = (), .. 0" (D)
Here x;(t) and y,(¢) are the states of the objects P;, L;; E, B!, B?, S, S;%, Ui(t), V(1) are n xn
matrices with positive elements, E is the identity matrix, V;(¢) and V;() are diagonal elements with
the elements u/ (), vj’(t); u; (1), v;(t) are the values of the strategies of objects P;, L; at time ¢,

O=s1<+oo.
The game terminates when the following conditions are satisfied

@ @20 Oy O ux @)= (] 501U T (11
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Kn Mn
@1 (@) - v oz () yr (@) yx ) E (j(]1 N s (1.2)

Si={(xp - v @My Y1y oo YR)(Xyy o s IMY Ypy - YE) E
. pn{K+M) 1 -~ Ny
— Ity r . > U}
S* = {{xgy + v vy TMy Y1+ - o> YR) 2Tty - o oy My Y1y oo YR)E
n{K+M) i
= R+( )Iz = 0)
x'is a component of the vector (x;, ..., xy) (i=1, ..., Ma),

Ty ={(@gy « « oo TMs Yts » « oy YK) 2 Ty « o oy IML Y4y« + oy Yk)
ERn(K+M)y O}

E
m

Tj = {($1, o o IMy Y1r e e s yK) : (-Th e ey IMy Yy o o 0 Y
ERn(K+M) ;>O}

y; is a component of the vector (y1, ..., jx) (j=1,..., Kn).

The information available to the objects essentially influences the outcome of the conflict and the
structure of their optimal strategies [1-3]. We therefore assume that the objects in the two groups
use positional strategies. Thus, as in [4], the original game defines two problems: the problem from
the point of view of group A and the problem from the point of view of group B. Group A or B
applies positional strategies to each problem and these strategies may be chosen in different ways by
the objects. We consider two extreme cases:

1. The objects in a group coordinate the choice of their strategies, acting as a single object.

2. The objects in a group choose their own strategies without any coordination with other objects
in the group.

2. COORDINATED CHOICE OF STRATEGIES BY THE OBJECTS IN A GROUP

Denote by z, x and y the vectors (x1, . . ., Xar, Y1y« - > Yk)s K15 -« o5 X)) (V15 - - -5 Yk)s5 Eo, Ey
are identity matrices of order Mn and Kn; B!, S', B2, $%, U(+), V(+) are matrices of dimension
MnXx Mn, KnXx Mn, KnX Kn, Mn X Kn, Mn X Mn, Kn X Kn respectively

1B ...0 | I s 5;7(.;) |
B = . . St= l
| 0...BYl ,,S:,,(,,,. L,(,,, Wl
|00 ] I"l""' .
U()= .. V()=
| 0...Ux(9)] | 0.Vl
i=1,2n()=m@ =M, n@2 =m{)=K

Definition 1. A pure strategy u; ( } of the object P; in group A is the function u;(-):
Ry x RME*M 16 117, ie. u;(t, 2) €[0, 1f* for (1, 2)ERL X R"“K*M (i =1, . . .| M).
In group B, the object L;(j =1, .. ., K) chooses a realization of the strategy vj(t) €0, 1]* using

any available mfnrmnfmq

Assume that the initial position (0, z(0)), the strategy of group A u(-) = (uy(+), ..., up(+)),
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and some realization of the strategy of group B v(t) = (v, (¢), . . ., vx(¢)) are known. Consider the
partition A of the half-line 0=<x¢< +oo by the system of half-open intervals

T <] Ty, A= T — 1 (P00 1, L Ty = G)

The discrete analogue of the system of differential equations is written as

Z (Tyrg) = @ (v) + By {—z () -+ (Eo — U (v, 2 (v)B'x (13) —
— S (w) y (v)} (2.1)
y (win) =y (w) + & {—y (u) + (£, —V (v)) B (v) —
— S {1y, 2z (v)) Bz (1))}

We use the standard technique to determine Euler’s polygonal lines [3, 5] and the notions z[t]
generated by the strategy u (- ) from the position (0, z(0)).

Definition 2. The optimality set of group A in time 7 (0 < T< +®) is the set
= {2(0) : z (0) & int RYS™0  [Tuw? (1) 1 V2[4, 0, 2 (0), u™ ()]

Ts: 0L s Tia(s) = m S) N (U T;), z(v,)=int RY"
LT sh Vo : 0< v, < T [Hu () : Vzlt, 0, 2 (0), u ()}
5:0 <s <z (189 N (1 T 2(w) S int B, 0< vy <))
i=1 Jaml
In other words, this is the set of initial states such that, for a game starting from any of these
states, group A has a strategy ©“” ( -) which will ensure satisfaction of condition (1.1) not later than

at time T, regardless of the actions of group B. This property does not hold for r<T.
The strategy u“’ () is called an optimal strategy of group A in time 7.

Definition 3. The optimality set of group A in the differential game is the set

WH* = U WlT

Problem 1. For any T€ (0, +) construct the set W, 7, find the optimal strategy 1 (-) of group
A, and also construct the set Wy*.

We similarly formulate and solve Problem 2, which requires constructing the optimality sets and
finding the optimal strategy of group B.

3. MULTISTEP GAME OF QUALITY

The solution of Problems 1 and 2 relies on multistep games that approximate the differential
game. We accordingly consider the partition A of the half-line [0, +} and assume that the motion
of the groups of conflict-controlled objects is defined by system (2.1). The objects of group A apply
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the strategies u;(-): Ta X R"®*M_[0,1]%, w;(t, z)€[0,1)", (t, 2) ETy X R"E*MT, = {1, 7y,
o pi=1 00 M ‘

The objects of group B choose v;(¢1) €[0,1]",j=1, ..., K, using any available information. The
termination of this multistep game is determined by the conditions

2= (1 8) N (U F) 6.1
Kn Mn

(1 7, 0 (J (62
Mn Kn

e ) n(J F) (.3

C; = {z: z = RMEM), AR 0}, F; = {z:z2& RWEM), y < 0}

Definition 4. The optimality set of group A in step m is the set

W ={(z2(0):2(0)= R™¥ ™) . [HuP (N Vo () s S Ta 1T, <5 < T 2 2 (5)
= (ﬁ S:) N (Ql Fp), z@eint BM 1, <t <8l Vg 1 Ty < T < T
mZz1 e () Vo) dseE T, s Ty 2(5) = (ﬁ S) N (QIFJ-), z(1)E
eint R, 1, <1 <]}
The strategy u“’ () is called the optimal strategy of group A in step m.

Definition 5. The optimality set of group A in the multistep game is the set

W:* = G W1T
T=1

Problem 1*. Forany m =1, . . ., construct the set W™, find the optimal strategy u°? (-) of group
A in step m, and also construct the set W;**.
Problem 2* is formulated and solved similarly.

4. NOTATION AND PROPOSITIONS REQUIRED TO SOLVE PROBLEMS 1 AND 1*

Let At>0,. We take

1 z, >0
Yo =77 — 1, To=v.Ep Ti=9vE, z*= 0, -'132 0
D, = S'B!, D, = Dnly + Dy B + (Qm-1S* — Dm—i)-(hB1

Qo = Fi + B2, Qm = Qm—1F1 + Qm—iBZ + (Dm-—iS2 - 0m—-1)+32
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Ry =To Ry = Ry Iy + Ty S'B?
T, = S*B?, Ty = Tyl + TpyB* + (Rpm-yS? — Tm-1)*B?,

l (@55
ij

(Dm )ij

Qm = | 1,‘
+ oo,
(Qm)ij

i
Om 1,
+ oo,
(T

i

m 1’

-+ 00,

The following lemmas hold

0,5,

(RmSz)ij '

m=1,...
it (Dp)i; >0
it (Dp)ij = 0, (QmSY)i; = 0;
it (Dmij = 0, (@nSY)i; > 0;
if  (D,5%); >0
if  (DpS%);5 =0, (Qn)i; =0
if  (DpSi;=0,(Qm)i; >0
it  (R,S%; >0
if (RpS%i;=0,(T,);; =0

(R‘mS2)iJ' =0, (Tm)if > 0

Lemma 1. For (B*S');=(S'B");, (B*);=(S'B'S?);,i=1,...,Kn;j=1, ..., Mn we have

3."=1,8,'=1V¥Vm=1, ....

Lemma 2. For (B?);=(S'B'S?);,i=1,...,Kn;j=1,...,Mn;Y(i,j)AN: Vm=N"6,, = 1.

5. SOLUTION OF MULTISTEP GAME OF QUALITY

The solution procedure applies the dynamic programming principle and develops a discrete
backward construction. The method generates the sets W, in a stepwise manner, starting with
m =1, ... . In the first stage, we find the initial states z(0) that belong to W,', in the second stage
we find the states z(0) € W2, i.e. states such that the realization of the optimal group A strategy and
the worst realization of group B strategy (for group A) take the system from these z(0) to state

z(1)€W,', and so on.

Let us construct the sets W,”'. We see that

Kn

W= (Wi

1=

where (W,'), = {z(0): z(0) €int R, "KM 3u°P (Y Wy () x (1) Eint R M, (y (1)), <0}.
Clearly x (1,) €int R .M for any realization of group B strategy in two cases:

(a) (Eo— ApEo) x (0) — AyS?B%y (0) = int RY"
(b) (Eo— AyEyg) z (0) + A, [B'z (0) — S2B% (0)) & int RY"
Tig = {1, ..., Mn}: {(Eo— AoEo) z (0) — AoS2B%y (0)} ip < O

Consider case (a). Substitute into the inequality (y (1)), =<0 the optimal realization of group A
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strategy u°?(0) = (1, . . ., 1) and the worst (for group A) realization of group B strategy v(0) = (0,
., 0). Then

(W3 ={2(0):2(0) = int R, (B, — A,E) 2 (0) —
— A,S?B%y (0) < int RM", (S1B1z (0); > NAL —1)E,+ B )y (0)) } .

[}
Kn
For (S'BY)y =0 Vk=1, ..., Mn, (W), = Wit= |J (W)
=1

The optimal group A strategy is one of the function %% (-): #,7 (0, z(0)) = (4”1 (0, z(0)), . . .,
uPM(0,z(0)), where
w0, 2(0)) = (1, z(0)e(W,")
! ’ IUndeﬁned otherwise; j=1, ..., Mn

When constructing the sets W,™ for m =2, we assume that Ay = 7441~ 7, = At>0Vk=0,1, .. ..
Denote z(7,,), x(5,,) and y(7,,,) by z,,,, x,, and y,,, . From the definition of the sets W, it follows that
two conditions are fundamental for their construction

Fi1<<i<< Kn (ym)i <O (5.1)
Zm & int RY" (5.2)
Arguing as for m = 1, we obtain that if z,€ R, K+*)"

(D ts}; = (O

|8

then group A will satisfy conditions (5.1) in step m regardless of the action of group B. The
procedure to find the states z, satisfying (5.1) shows that the realization of the optimal group A
strategy and the realization of the optimal group B counter-move depend on the relationship of the

atriv alamante dafin tha
matrix eiemenis uvuujus tne O]ol\/lll u_yuauu\/o

Suppose that the following matrix inequalities hold:
B2S' > S'B', B* > S1B'S?

Then, by Lemma 1, the realization of the optimal group A strategy is U°”(m) = E; and the

optimal counter-move of group B is V*(m)=0 (matrix zero) Vm=1,.... We seek
» =int R (K+M)n caficf‘nnn (Q ’)\ "nr‘nr fhn Qccnmr\hr\n that aroup A annliece tha raalizatinn
L) N ARAL AN 4 DALEIL J lls ulllytl\lll wuIiaL 5 l.l Fas s ul.ll.l AW LA LvaiilsLauivil
U%?(m)=EyVm=1,. Under this assumption, we similarly show that (5.2) forany m =1,

is equivalent to the COIldlthn
Rmxo > TmyO

In each of the Mn inequalities that define the collection of states z, satisfying (5.2), group B
hancag ‘/*/n\ in tha follawine wav- (‘/*(n\\ =1 for (R C2Y ~ (T \..- (V *(n\\ - 0N

CNOOSEs ul ual IonuUwillg  vway. (v \v) 1 AUl \fZyyyo  Jj- 4 m}l] s 7 v f\.ll

(R,, Sz),,>(Tm),), = , Kn (in the ith mequahty) By Lemma 2, EINO” Vm>N i we have
(V*)k)); =0, k= 0 am=NJ, (V*(k))=1, k=m—N+1, ..., m;i=1,..., Mn; j=
1,..., Kn. Thus, forBzS1>SlB1 B?=S2B1S? S'B'#0in case (a) we obtain
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Wm”'fl(n ) . tR(KJrM)n Vil i< Ra

1 —J {Z()-Z()Eln + s V]t s )]s m, e —
1=1

m-

W,

~—

- Ti!/o = int RQI”’ (Dm-TO)i > (Qn.llo)i}/

Kn
W= ] {3 :z,& int REN B2y — Toye = int RM™ (Dyry); =
=1

-

Jj=

W

m=1

P (Qoyo)i}’ W;k*

The optimal strategy of group A with this relationship between the parameters is the function

u(-): RyEKMn 10 1M ie. u?(z) = u%'(z), ..., u’”M"(z)), where
. 1, ze W **
uoPi(z) = » 2 1 .
Undefined otherwise

The sets W™, W** and the optimal group A strategy 1’ (-) are determined in exactly the same
way both for nonuniform partition of the half-line [0, +) in case (a) and for any partition of the
half-line [0, 4+ ) in case (b).

Note that the solution of multistep games for case (b) cannot be used to find the sets W,”, W,*
and the optimal strategy u°’(-) in the differential game, because such multistep games do not
approximate the original differential game. Indeed, in the differential game the initial state
z(0)Eint R,"®*M and so 3A*>0 such that, for A;<A*, z(0) is not the initial state of any
multistep game whose initial states satisfy condition (b).

6. SOLUTION OF THE DIFFERENTIAL GAME OF QUALITY

Let 3>0. Denote by {A, }aea, the family of partitions of the half-line [0, +) with the property

sup (rﬁﬁ — Y << S
and by

{Aa }ocen\g
the family of partitions of the interval [0. T], T>0, with the property
sup (v — ) < 8
%

In any multistep game generated by the partition A, (B € As) of the half-line [0, + ) whose solution
was obtained in case (a), find the set

W, = 0w
Similarly in the multistep game generated by the partition A, (« € As") of the interval [0, T] whose
solution was obtained in case (a) find the set
N(T)

(Wi, = U Wi"

n=1
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where N(t) is the number of steps in this multistep game. Let

== Fk
VT = Wisg Vi= U [] N (Wi)a
! ogo o<Dso.. m“’aeAT( L 850 0<8<by {Ag! gE4p ¢
3

Theorem 1. Problem 1 has a solution for the following relationships between the game

parameters:
1) B2S§* > S'B', B® > §'B'S%, S'Bl# 0;

2) B:S' < S*BY, S'B'S? > B2, S'S®< E,, SUS'< Ey S'B' 0

3) Bl > S*BSt, S1S* > E,, S'B' % 0;

4) B®S' > S'B', B < S'BS?, S1S* > E,, S:S'> E, S'B'=£0
and WT =VT— (J V! W,=V,

o<t<T

In case 1 the proof of Theorem 1 is easily obtained from Lemmas 1 and 2 and the definition of the
sets V7, V. In other cases, it is obtained in a similar way.

7. UNCOORDINATED CHOICE OF STRATEGIES BY THE OBIECTS IN A GROUP

In this case, when the object P; in group A constructs its optimality set, it treats its group A
partners as objects from group B. We define as before the pure strategy of object P; in the group,
Euler’s polygonal lines, and the motions generated by strategy u;(-) from the position (0, z(0)).
Only the definition of the optimality set of group A changes.

Definition 1*. The optimality set of group A in time T(0<T<+®) is the set

Here

(W.") = (2(0): 2 (0) = int B2 [HugP (1) : V2 [2,0,2(0), ul® (-)] Hs: 0 <
Mn Kn
Ss<STez@ (] S9N (_UlTj),.x(To)eintRl'M,.OQ'vo@], V1p:0 <
1= Jj=
<ty < T 7| [Hu; (+):Vz2[t,0,2(0), u; ()] Ts: 0 s < 1y2(8) =

Mn Kn
& (1 8) N T 2 (v = int R™, 0 <1y 5]
The strategy ©,°” (-) is the optimal strategy of object P; in the group.
Definition 2*. The optimality set of group A in the differential game is the set

Wl - U —W—]_T

0<T < o0
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The optimality set W, is also representable in the form

o M - o
W= U (W) (Wy): = U (W)
1=1 0<T<}+oo

Here (W,); is called the optimality set of object P; in a group in the differential game.

Problems 1 and 2 are formulated similarly. In the same way, we consider multistep games of
quality that approximate the differential game with uncoordinated choice of strategies by the objects
in a group.

Let us introduce some notation. Let A be an m X n matrix. then Ay ;(1<k</<n) is a matrix of

the following form: a;* = —a;~ for 1<ism, 1sjsk—1; I+1sj<n; a;* =a;" for 1<i<m,
k<j=<l; and Ay is the matrix of the following form: d;= —a;~ for 1<ism, 1sjsk-1;
[+1<sjsn;q;=a;for1<ism, k<j<lI. Here

B 0,2>0

= —z, <0

Ifiy: 1<iy<M, then

- Dm—i)?:(iu—l)lwl, ion] -B!
00 ri -} Bzv Qm - Qm—1pi + Qm—iB2 + (l)m—lS2 - Om—i)+ B?
Ry = Iy, R, = Rpual'y + Hm—iB1 + (Tm—lsl— Rm—i)[(’fo—l)NH,l'o"]Bl
Ty = S*B?, T, --= Tmaly + Tm—1B2 + (Bm—tsz— T )" B?

Since in this case the basis for the solution of the differential game is analysis of multistep games
approximating the differential game, we will show that the quantities introduced above make it
possible to write the optimality set in the multistep game of group A with uncoordinated choice of
strategies by the objects in the group. Let B2S'=S'B!, B?>S'B!S?. We take m = 1.

Consider the construction of the sets (Wl’"),-ﬂ (1<iy<M). Then from the condition (y(7{));<0
with uncoordinated choice we obtain

[S}(‘:—t)nﬂ, w1 Bz ) = (Ly+ By (O);, i=1, .... Kn
Combined with condition (a), this gives

Kn

(W), = ] {2(0): 2(0) = int RM5™) Tz (0) — §2B2y (0) =
=21

& int RY [S{itonin, i B (0) = (T, + By (0)]:)

For
(Sf(,it-l)rwl,i,n]'Bl)ik - OVL = 1s s ey Kn;\k = 17 ] Mn(Wil)il :®
(W™ (m =2, ...):
We similarly find the sets (W), (m=2,...):

17y, Ii(n . J (K+M)n Ti. — 3 ] . )
(Wi, = 1) {2(0):2(0) = int R, yVitl<j<m Rz (0) — Ty (0) =
ity
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< int R, (Do (0): > @y O\ U W3, W, = 0 1) @77,

As before, the optimal strategies of the objects in a group are written out for this relationship
between the matrix elements. Theorem 1 holds for the differential game.

Note that with uncoordinated choice of the strategies by the objects in a group, the optimality sets
W, T, W, are “smaller” than the optimality sets W, T, W,* i.e. W,"C W;7, W, CW,*, which follows
from their definition.

8. EXAMPLE

We will show, for instance, that W; C W;*. Consider the differential game of quality of a group consisting of
two objects and a group consisting of one object. The motion of the objects of the first group is described by the
system

' () = —zy (1) + (1 — uy (1) 7, (1) — v (2)-2y ()
I () = —zy (1) + (1 — uy (t) 23 () — v ()24 (¥)

and the motion of the second group is described by the equation
gy =—y &)+ 0 —v(®) 2y () — ug (2) 2 (8) —uy (2) 22 (2)

In this game, condition (1) of Theorem 1 is satisfied. In the case of a coordinated choice of strategies by the
objects in the group, we obtain

Wi* = {(z; (0), 2 (0), ¥ (0)): (21(0), 25 (0), ¥ (0) < intR3 y(0) <V z (0)z (0)
0 .,,0 _ 1, (21 (0), za (0), y 0)) = Wi*,
uf? ()2 ug® (21 (0), 22 0), y (O) = Otherwise undefined

‘With uncoordinated choice of strategies by the objects in the group, we obtain the optimality sets (W,);,
(W), of the first and the second object in the group:

(Wi = {(2:(0),' 25 (0), ¥(0)): (1 (0), 2, (0), y(0)) & int R,3, y (0) < V21 (0) 22 (0)}»
y (0) <1z (00},
W1z = {(z1 (0), 23 (0), ¥ (0): (21 (0), 22 (0), y (0)) = int R,3, y (0) < V'zy (0) 7, (0)»

1
y (0) < 5 2, (0)}
The optimality set of the first group is
W, = Wy, U (W)
The optimal strategies in this case are

1, (z1(0), 22 (0), y (0)) = (W),

u% () : ulP (2 (0), 23 (0), y (0 ={
i (@100, 20 2 Undefined otherwise; i =1, 2
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Thus, W, C W,*. If the initial states of the objects in the groups are (x;(0), x,(0), y(0)) = (1, 1, 0.75), the
first group of objects with coordinated choice of strategies by the objects in the group achieves condition (1.1)
not later than in a time ¢* = (In7 — In4)/4 applying its optimal strategies u;%” (+), u,” (-). If the objects in the
first group act without coordination, they cannot achieve condition (1.1) for any ¢ with these initial conditions.

9. CONCLUSION

As we have noted before [3], the proposed method is useful for numerical implementation,
because it solves approximating multistep games, which are a discrete analogue of the original
differential game. This method determines optimal strategies and optimality sets without solving the
system of differential equations, whose solution involves considerable computational difficulties
when the system is large and the groups contain many objects. Also note that the differential game
of the two groups of objects considered in this paper adequately describes the process of conflict
interaction of two groups of economic systems functioning in continuous time [6].
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